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Abstract 
The use of intelligent agents in communication is a growing trend 
aimed at enhancing the efciency and quality of interactions. As 
such, dialogue augmentation systems—text processing systems that 
interactively enhance ongoing written or spoken communication— 
are gaining signifcant popularity across domains. While techni-
cal limitations had previously inhibited their real-time usage for 
efective communication augmentation, recent developments in 
language processing have improved their capabilities to contribute 
to dialogue as intelligent, emancipated, and proactive agents. While 
other works on dialogue augmentation focus on evaluating design 
considerations for specifc applications of these systems, we lack a 
unifed understanding of the broader design principles that apply 
to dialogue more generally. Through a literature review and mixed-
methods analysis of 78 existing systems, we iteratively defne a 
comprehensive design space for intelligent dialogue augmentation 
systems. To further ground our analysis, we interweave Clark’s 
[27] models of dialogue with concepts in human-AI collaboration 
and discuss trends in the evolving role of dialogue augmentation 
systems along fve dimensions—dialogue context, augmentation 
context, task, interaction, and model. Based on the identifed trends, 
we discuss concrete challenges for broader adoption, highlight-
ing the need to design trusted, seamless, and timely, and accessible 
augmentations. The design space contributes as a mechanism for 
researchers to facilitate defning design choices during develop-
ment, situate their systems in the current landscape of works, and 
understand opportunities for future research. 

CCS Concepts 
• Human-centered computing → Interactive systems and tools. 
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Speech Processing, Interaction Design, Design Space 
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1 Introduction 
At its most general defnition, dialogue refers to spoken or written 
communication between two or more agents. Beyond the mini-
mal, one-on-one, dyadic conversation, dialogue occurs in a vast 
range of settings. This includes multi-party, polyadic structured 
discussions, informal open brainstorming sessions, or broadcast 
debates directed at large audiences. However, even if a clear pur-
pose is pre-defned, the nature of practical dialogue is complex and 
a number of context-dependent issues may arise that lead to the 
dialogue becoming inefective. For instance, goal-oriented discus-
sions frequently sufer from procrastination, disruption, and loss of 
concentration, which inhibit the productivity of discussions [11, 32]. 
Further, whereas participants in small-group discussions tend to be 
more active, large-group settings across dialogue settings tend to 
yield uneven participant engagement and contribution [60, 68, 69]. 
The unstructured, interwoven nature of such dialogue more gener-
ally makes it difcult to organize diverse opinions and requires a 
high cognitive efort for recollecting or summarizing key fndings 
[72]. Finally, without additional assistive technology, there is a lack 
of dialogue accessibility for non-native speakers [33] or persons 
with disabilities to engage in such discussions, such as deaf and 
hard-of-hearing people [48, 71] or people with speech impairments 
[128]. Alternative communication technologies beyond face-to-face 
dialogue, such as instant messaging or video-conferencing, have 
been shown to further amplify such challenges [22, 30, 39, 59, 122]. 

This paper discusses dialogue augmentation systems—autonomous 
agents that enhance dialogue to mitigate some of the challenges of 
natural dialogue. Whereas early works in this area required human 
supervision due to the lack of performance of transcription and 
text processing models [33, 91], recent advancements in natural 
language processing and information retrieval have improved their 
capabilities and have enabled them to act as increasingly intelligent, 
emancipated, and proactive agents. As such, a plethora of tools 
has been developed to autonomously support discussions through 
automated documentation [65, 84], creativity support [87, 127, 129], 
decision support [25, 65, 107], mediation [41, 123, 140], or assistive 
communication [19, 95]. However, the wide range of dialogue set-
tings, application domains, and complexity of roles taken by AI 
agents make it difcult to attain a holistic understanding of the 
state and opportunities surrounding this class of systems. 
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In this paper, we present a design space for intelligent dialogue 
augmentation systems—a taxonomy that characterizes the key 
axes of system and interaction design. This design space serves 
three main purposes: (1) to establish shared vocabulary among 
researchers in the feld, (2) to review existing works and facilitate 
design choices during system development, and (3) to highlight 
opportunities for future research [81]. While previous studies have 
extensively explored design practices for conversational agents 
(CAs) in the dyadic human-CA setting through reviews [79], user 
studies [2, 26, 131, 134], and interview studies [80, 113, 138]—our 
focus is on the augmentation of dialogue itself. This diference in 
scope fundamentally changes the nature of the human-AI collab-
oration, and, consequently, the associated design requirements. 
While individual studies have empirically developed design prac-
tices for specifc applications—such as classroom education [6], 
video-conferencing [87], and chatbot interactions [139]—a compre-
hensive, unifed analysis of the space remains unexplored. 

Our contribution is three-fold. First, we systematically review 
78 existing studies that develop dialogue augmentation systems. 
Second, through an iterative, mixed-methods approach, we propose 
a design space that defnes design considerations on fve major 
axes—dialogue context, augmentation target, task, interaction, and 
model. We further ground our design space on established frame-
works in human-AI collaboration and social interaction studies, 
namely, Clark’s [27] theory of dialogue as a joint activity. Finally, 
to demonstrate the utility of our tool, we present three use case 
scenarios drawn from requirement analysis studies across various 
domains, followed by a discussion of the trends, challenges, and 
opportunities revealed through the design space analysis. 

2 Background and Related Work 
In this section, we provide background on the frameworks on which 
we ground our design space and review related literature. These 
frameworks originate in two diferentiable areas of research: social 
interactive studies that model and dissect dialogue as a joint activity 
and human-AI collaboration. 

Dialogue as Joint Activity. A way of modeling dialogue in difer-
ing contexts stems from cognitive and social interaction studies and 
is based on types of social activities. Levinson [83] frst introduces 
a categorization of joint activity types with an emphasis on its 
efect on language use. More relevantly, Clark [27] illuminates dis-
course as such a joint activity and defnes “dimensions of variation” 
that categorize the varieties of dialogue—conversations, lectures, 
interviews, or letter exchanges—in the framework of activity types. 
Among the dimensions of variations, scriptedness, i.e., the degree to 
which discourse is planned or structured, formality, cooperativeness, 
i.e., working together or adversarially, and governance, i.e., the de-
gree to which control is distributed among discussion participants, 
are defned. As in any joint activity, participants in dialogues are 
further assumed to take varying roles, and participants engage to 
achieve certain goals. Initially, the dimensions of variations serve 
as a useful tool to categorize the dialogue contexts in which di-
alogue augmentation systems are used. Ultimately, however, we 
investigate what roles dialogue augmentation systems can already 
take and how human collaboration with such systems changes the 
dialogue dynamics. 

Chan et al. 

Dialogue Augmentation as Human-AI Collaboration. Holter and 
El-Assady [50] deconstruct the variability space among human-
AI systems into three general dimensions: agency [34, 90], which 
refers to which agent holds control during the task-solving process; 
interaction [85, 125], user-system communication and guidance; 
and adaptation [5, 34, 125], which describes which agent adapts its 
behavior over time in response to the interaction and the feedback 
received by the other agent. Our work adapts the frameworks of 
human-AI collaboration to characterize the design space of dialogue 
augmentation systems along the agency, interaction, and adaptation 
axes in various dialogue contexts. Several works similarly defne 
system and interaction design axes for specifc applications that 
can be classifed as dialogue augmentation. As such, An et al. [6] de-
fnes design considerations regarding the user interface and system 
initiation for language processing systems to enhance classroom 
teaching. For video conferencing, Liu et al. [87] derive distinctions 
in the augmentation timing, the augmentation initiation, and the 
augmentation system’s input medium. Further, past studies on con-
versational agents introduce the diferentiation in the aspects of 
user guidance [79, 134, 139], team confguration [16], as well as 
chatbot tasks [16, 73]. While ofering valuable insights, many of 
these studies focus on domain-specifc design aspects. However, 
they often lack a holistic perspective that addresses broader de-
sign principles applicable across intelligent dialogue augmentation 
systems, which is the subject of our study. 

3 Approach 
Figure 1 shows our overall methodology for generating the design 
space, which we split into a systematic literature review and collab-
orative design space iterations. The employed open-coding method-
ology is a common approach to systematically analyze themes and 
trends in HCI research areas [13, 81, 125]. In the following, we 
describe this process in more detail. 

3.1 Systematic Literature Review 
We frst conduct a thorough literature review of existing dialogue 
augmentation systems. To this end, we identify the HCI feld as the 
most relevant feld and, therefore, scrape the ACM Digital Library 
for relevant works. We thereby focus on the top-tier conferences 
and journals in HCI: CHI, CSCW, CUI, DIS, IUI, UIST, and ToCHI. We 
further only include full research articles or proceedings, excluding 
special tracks such as extended abstracts or vision tracks. 

Scope and Defnitions. As Dialogue Augmentation is not a frmly 
established or commonly used term, we frst provide the precise 
scope of the study. The scope serves as the inclusion criterion for 
the papers considered in our literature review and is aligned with 
the objectives of our study. While it serves our specifc research 
focus, it is not intended as a universally applicable defnition. 

• Dialogue. We consider systems that augment dialogue, 
which we limit to written or spoken conversational exchange 
between two or more agents. Following our description in 
section 2, interlocutors may be passive, and need not neces-
sarily contribute to the discussion. Yet, to clearly distinguish 
ourselves from monologues, we impose that dialogue par-
ticipants need to have the opportunity to intervene in the 
discussion as active agents. 
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Define Keywords

Sample Papers
ACM DL Keyword Search: 1'650 Papers

Abstract Scans

Literature Search

Define Scope

Filtering 1

Initial Design Space
22 Categories, 5 Dimensions

Filtering 3

Reconcile
133 Papers

Design Space Iterations

Intermediate Design Space
23 Categories, 6 Dimensions

Final Design Space
19 Categories, 5 Dimensions

  Discussion

Coding 1

Refine Scope
Add 8 Papers

Coding 3

Analysis, Discussion

78 Papers

133 Papers

78 Papers

Intelligent Dialogue Augmentation

Filtering 2

Coding 2

  Discussion

Coding 1 Coding 3Coding 2

Filtering

Figure 1: Methodology: The design space creation consists of two phases. Three annotators frst thoroughly review and flter 
through existing works implementing dialogue augmentation systems and then construct our design space through three 
iterations of paper coding, author discussions, and design space refnement. 

• Augmentation. By augmentation, we mean enriching a nat-
ural dialogue interaction for the intended beneft of at least
one of the dialogue participants or the dialogue audience.1

• Intelligent. We consider a system to be intelligent if it is
capable of autonomous decision-making, without further
restrictions on the model complexity. This may therefore
include rule-based or basic statistical approaches. However,
we strictly impose our focus on language and/or audio pro-
cessing, but include studies that may additionally process
other inputs, such as visual cues.

In sum, the scope of our study includes studies of language pro-
cessing systems that automatically process and enrich the written
or spoken communication between two or more human and/or AI 
dialogue participants. Such dialogues may, for example, include 
one-on-one informal exchanges, goal-oriented group messaging, or 
more asymmetric notions of dialogue, such as interactive presenta-
tions. To further cement the scope, we provide an example of the 
common types of studies that were excluded from the scope during 
our discussions along with their exclusion criteria in subsection A.2. 

Keyword Identifcation. As a plethora of terms is used to refer to
our above-defned scope , we frst identify relevant keywords. To 
this end, we frst scan abstracts of the most recent proceedings of 
all relevant venues2 and extract common keywords from the title
and author keywords of the relevant subset of papers. The set of 
keywords contains a range of variations and synonyms of “speech”, 

1We purposefully do not specify that the augmentation needs to happen simultaneously 
as the dialogue. We further elaborate on this in section 4. 
2CHI ’24, CSCW ’23, IUI ’24, CUI ’24, UIST ’23, DIS ’24, ToCHI issues from 2024

“dialogue”, and “chat”, consciously yielding a rather extensive range 
of papers subject to heavy fltering to avoid missing relevant works. 
The exact search query is listed in A.1 and retrieved 1’650 articles 
for the relevant venues in September 2024. 

Paper Filtering. After discussing the initial scope among all au-
thors, three authors collectively fltered through all retrieved papers 
to evaluate whether they ft into an initial scope. The initial fltering 
aimed to retrieve papers with high recall, i.e., to contain any papers 
that ft into the broader scope but may be removed during tagging as 
the scope was continually made more specifc. The flterers worked 
independently to avoid agreement bias. To ensure that the set of 
considered papers was consistent, regular meetings were held to 
discuss ambiguous cases among the flterers, and, if necessary, the 
scope was clarifed. To further ensure consistency, the flterers had 
an overlap of 25% of the overall corpus, and, among the overlap-
ping subset, they achieved a satisfying inter-annotator agreement 
of 92.4%. During a reconciliation discussion, disagreements were 
discussed and, if necessary, resolved by the lead author, who went 
through the entire corpus and, therefore, had the best overview to 
ensure consistency. This process generated an initial corpus of 133 
relevant papers. 

Design Space Iterations. After fltering, the authors generated an
initial design space following a structure commonly used in similar 
works of interactive systems design spaces. Namely, design space 
categories are grouped into overarching topics, or dimensions, and
individual dialogue augmentation systems difer in the category
values, or codes. Although codes are generally mutually exclusive
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Augm. Context Augm. Task InteractionModel
Interaction Timing

Dialogue Purpose

Model Type

Dialogue Modality

Rhetoric

Task Type

Input Features

Augmentation Target

Participation Balance Dialogue StructureNum. Participants

Guidance Degree Adapting AgentsUI Paradigm
Augmentee Role

System Initiation

System FeedbackAugmentation Goal Integration Agency

Dialogue
 Context

Figure 2: Design Space: We defne the design space of intelligent dialogue augmentation systems along 19 categories within fve 
broad dimensions—dialogue context, augmentation context, augmentation task, model, and interaction. 

within a category, we did not strictly enforce this as for some re-
viewed systems, multiple codes applied. This especially holds for 
the task categories, as systems become increasingly multifunctional. 
Further, the categories are ideally perpendicular, i.e., a system could, 
hypothetically, take any permutation of codes, independent of the 
other categories. In practice, trends in system design yielded a pat-
tern of common code combinations in the design space. The initial 
design space contained 19 categories in the context, interaction, task, 
and model dimensions, which are commonly used axes in design 
spaces for interactive systems [13, 81, 142]. The design space was 
then iteratively refned using a mixed-methods approach. First, 
three authors independently coded a set of papers using the current 
state of the design space. Through a discussion among all authors, 
the design space was updated to add new interesting categories and 
codes or merge redundant ones. Further, during discussions with 
the group of authors, additional relevant papers came up that did 
not exactly match the criteria of our keyword search. Such papers 
were then manually added to the corpus for completeness. Overall, 
a total of eight papers were added in this way. Additionally, the 
scope was continuously made more specifc upon a closer reading 
of the corpus. This led to the further exclusion of 53 papers from 
the initial corpus upon a case-by-case joint author evaluation. This 
fnally left us with 78 total papers that were relevant to the fnal 
scope.3 Based on the discussions and the added papers, the design 
space was then updated and the annotators recalibrated their tag-
ging. This process was repeated three times, until all authors were 
satisfed with the design space and all papers had collectively been 
tagged. Again, to ensure consistency, the annotators for the tagging 
had an overlap of 10%, for which the inter-annotator agreement 
was 91.6%. Finally, any disagreements were brought up during dis-
cussions and, if necessary, resolved by the lead author, who went 
through the entire corpus and, therefore, had the most consistent 
understanding of the scope. 

4 Design Space 
Through our iterative approach of coding and design space updates, 
we fnally arrive at a design space with fve dimensions—dialogue 
context, augmentation context, task, interaction, and model—19 cate-
gories and 58 codes. The following section gives an overview of the 
fnal version of the design space.4 Note that in the code columns of 
the tables of this chapter, we additionally mention the percentile of 
papers that fulfll the defnition for each code separately. Some pa-
pers may not be exclusive to one code per dimension and can fulfll 
multiple code defnitions at once, e.g., the dialogue is performed 
both in written and spoken modalities, or a paper may not contain 
information regarding a dimension at all, the sum over all codes 
within one dimension can be more than or less than 100%. 

4.1 Dialogue Context 
Dialogue, in our scope, can take many forms, such as informal 
one-on-one chit-chat, doctor-patient consultations, virtual group 
breakout brainstorming discussions, instant messaging groups, and 
large-scale interactive presentations, or debates. Consequently, the 
requirements and resulting efectiveness of dialogue augmentation 
systems are often a function of the underlying dialogue setting. To 
this end, we aim to develop a useful categorization of dialogue con-
text that encodes such difering requirements, which we ground in 
established theoretical frameworks of practical dialogue described 
in section 2. 

Modality. This category describes the medium in which the 
underlying dialogue takes place. We coarsely diferentiate between 
written and spoken exchanges as they both have nuanced require-
ments. For written communication, or messaging, the loss of par-
alinguistic information and increased distractability [22, 30, 39, 59] 
make augmentation systems often focus on conveying such paralin-
guistic cues [10, 124] or supporting structure through moderation 
[72, 82]. For spoken communication, such content moderation sys-
tems need to overcome a larger barrier to equally intervene due to 

4We acknowledge that the section formatting is adapted from Lee et al. [81] upon their 
3All relevant papers are listed in subsection A.3. permission, which greatly facilitated the preparation of the current manuscript. 
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Code Defnition 

In which modality does the dialogue take place? 
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Written (47.4%) The dialogue occurs in written form, e.g., via instant messaging. 

Spoken (56.4%) The dialogue occurs in spoken form, e.g., in-person or in a video-conference. 

How many agents partake in the dialogue? 

One-on-One (42.3%) A dialogue between two participants. 

Small Group (42.3%) Dialogue involving fewer than fve participants. 

Many-Participants (30.8%) Dialogue involving more than fve participants or a large audience. 

Do dialogue participants have practical intent? 

Social (51.3%) The dialogue is focused on informal conversation without a specifc goal. 

Task-Oriented (74.4%) The dialogue is focused on achieving a specifc task or goal. 

Who drives or directs the conversation? 

Symmetric (71.8%) Participants share equal roles in directing the conversation. 

Asymmetric (28.2%) One participant has more control or infuence over the direction of the dialogue. 

How is the dialogue organized, structurally? 

Linear (41.0%) Dialogue follows a structured, linear fow of interaction. 

Parallel (5.1%) Dialogue fows in separate, parallel discussions, often involving groups or subgroups. 

Unstructured (65.4%) Dialogue follows a more free-form, unstructured fow. 

Table 1: Dialogue Context: Dimensions, Codes, and Defnitions 

the added complexity of speech recognition and generation. There-
fore, such agents have only recently developed from being post-hoc 
analyzers [114] to being able to guide spoken dialogue to a simi-
lar degree [70, 98, 104]. Still, many interesting aspects of spoken 
interaction make it subject to a majority of the discussed studies, 
such as teaching systems that aim to improve a speaker’s verbal 
expression [99, 126, 136] or the listener’s understanding by aug-
menting dialogue with visual channels [87, 97]. For some scenarios, 
the underlying dialogue may be mixed, such as between interabled 
interlocutors [103], or settings such as interactive live streams with 
written viewer feedback [140]. In such cases, the augmentation 
must occur in a commonly accessible modality. 

Num. Participants. This category purely captures the number 
of interlocutors, spanning from dyadic, one-on-one conversations, 
small group settings, to many-participant settings, such as class-
room settings or forums [86, 143]. The group size can signifcantly 
change the dialogue dynamic, the individual’s role, and the kind of 
support deemed most useful [72]. For instance, while participants 
in small group discourse tend to be more active, participants in 
large many-participant settings tend to become inactive lurkers as 
their perceived anonymity grows [60, 72]. Further, participants in 
smaller groups have been shown to prefer more proactive system 
engagement, as they fear this interrupts other speakers in a larger 
setting [87]. However, the majority of discussed studies focus on 
small-group discussions. 

Dialogue Purpose. Following Clark’s [27] framework, we fur-
ther aim to characterize the dialogue setting by the overall goal 
it pursues. As such, we provide a coarse grouping into social and 
task-oriented dialogues. Whereas socially oriented dialogue may 
be guided towards supporting relationship-building through ice-
breaking [89, 94] or building trust [108], most systems aim to tackle 
task-oriented dialogues, which serve the purpose of completing a 
specifc task, such as decision-making [25, 41], or more creative 
tasks [129]. We acknowledge that it is common for more natural 
dialogue to switch between the two [88]. 

Symmetry. Dialogue can additionally be categorized as either 
symmetric or asymmetric. In symmetric dialogue, all participants 
contribute equally and hold similar roles, as seen in open discus-
sions. In contrast, asymmetric dialogue is more uneven or one-sided, 
as in a lecture, where one participant dominates the exchange. This 
classifcation aligns with the concept of global symmetry as framed 
by Pickering and Garrod [102], who describe dialogue as a joint 
activity, and is related to Clark’s [27] notion of governance, which 
refers to how control and roles are distributed among participants. 
In symmetric dialogue setups, while the goals of augmentation can 
vary signifcantly, fostering inclusivity and equal participation is a 
common objective [114]. In contrast, asymmetric dialogues often 
involve predefned roles, such as discussion leaders, where aug-
mentation systems tend to provide facilitation [84] and guidance 
[82, 93, 136]. 
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Code Defnition 

Which of the participants does the augmentation target? 

Ta
rg
et

 
R
ol
e 

Individual (41.0%) The augmentation is aimed at helping or enhancing a single participant. 

Subgroup (5.1%) The augmentation is aimed at helping or enhancing a specifc subgroup of participants. 

Global (62.8%) The augmentation is aimed at helping or enhancing all participants in the dialogue. 

What is the role of the augmentation target? 

Producer(74.4%) The augmentation assists a participant in their role as a producer (e.g., improving expression). 

Recipient (85.9%) The augmentation assists a participant in their role as a recipient (e.g., improving understanding). 

Table 2: Augmentation Context: Dimensions, Codes, and Defnitions 

Dialogue Structure. The structure of a dialogue refers to its 
overall organization, closely related to the level of scriptedness in-
volved. We distinguish between three types: linear, parallel, and 
unstructured dialogue. Linear dialogue follows a single, sequential 
fow of communication, often seen in moderated debates, interviews 
[136], or structured turn-taking exchanges [38]. In contrast, parallel 
dialogue occurs when the conversation divides into simultaneous 
subgroups, such as in online classrooms or collaborative work set-
tings [115]. Lastly, unstructured dialogue lacks a clear framework 
or organization, resembling open, spontaneous discussions where 
participants freely interact without predefned turns or roles. The 
augmentation systems for linear dialogue often aim to make in-
terlocutors stick to the predefned structure. On the other hand, 
augmentations in unstructured discussions focus on managing the 
fuid nature of the conversation, helping users organize and sum-
marize the diverse range of topics that emerge [36, 52, 133]. Finally, 
augmentations in the parallel aim to provide an overview across 
groups by highlighting the subgroup activity [115]. 

4.2 Augmentation Context 
This dimension discusses the varying contexts of the augmenta-
tion within a dialogue. Namely, we aim to understand whom the 
augmentation targets. To that end, we fnd it to be important to 
distinguish whether the augmentation is targeted to a subgroup of 
interlocutors, and whether the persons the augmentation targets 
have a specifc role in the dialogue. 

Augmentation Target. This category specifes what subset of 
dialogue participants are exposed to the augmentation. As such, 
we diferentiate whether the augmentation targets only an individ-
ual, such as when there are participants with disabilities in need 
of support [19, 74, 124], or the augmentation is supposed to only 
support a specifc role within the dialogue, such as moderators, 
class instructors, or team leaders for guidance [17, 93, 115]. Sub-
group augmentation frequently occurs when the roles are assigned 
group-wise, such as audiences in debates or live streams [41, 140] or 
students in the educational setting [132]. Finally, the most common 
paradigm is global exposure, where every dialogue participant or 
auditor is exposed to the augmentation. Naturally, this ties to the 
discussion of the usage of shared devices, as the augmentation 
of individuals or subgroups may require personalized devices or 
interfaces, rather than shared ones. While personalized devices 

can ofer more adaptive and relevant information to an individual 
[18, 132], a shared view can foster a common understanding among 
multiple participants [103]. 

Augmentee Role. Building on the previous category, we aim to 
explicitly defne the role held by the persons exposed to the aug-
mentation. In this way, we diferentiate whether the augmentation 
helps the producer (i.e., the speaker in voice-based interaction) 
express themselves better, or helps the recipient (i.e., the listener in 
voice-based interaction) better understand, or verify what is being 
said. In the role of enhancing the producer, dialogue augmentation 
systems may help shortcut to the next actions or topics to discuss 
[24], guide the producer to use more productive rhetoric [93], sup-
port therapeutic speech training [43], or, conversely, adapt peoples’ 
paralanguage to be more accessible to disabled participants [57]. 
Dialogue augmentation for recipient focuses on better understand-
ing what is being said by simply transcribing speech, highlighting 
keywords, summarizing main points, or visualizing what is being 
discussed [64, 65], adding additional context [143], or enhancing 
written communication with paralinguistic cues [10, 99]. 

4.3 Task 
The task dimension aims to provide a coarse categorization of the 
overall goal of the augmentation. As such, it is on a conceptually 
higher level than the concrete tasks that are performed by a lan-
guage model, such as transcription, classifcation, or retrieval, as 
those simply are means to achieve the augmentation goal. 

Task Type. As our scope provides a broad set of tasks, we frst 
provide a coarse grouping into documenting, analyzing, and sug-
gesting tasks. Dialogue augmentation systems may have tradition-
ally been as simple as transcription systems documenting the di-
alogue content for later reference [46, 84] or to build a common 
understanding among participants. The latter is especially relevant 
for the inclusion of non-native, disabled, or societally marginal-
ized interlocutors [38, 63, 103]. More developed systems go beyond 
documentation and actively process and analyze user input and 
give feedback to a user [76, 114, 119]. Most recently, systems have 
improved to contribute to the dialogue by directly suggesting how 
a participant should contribute, such as through starter phrases 
[24, 128], topic suggestions [94], or by prompting inactive users to 
engage [86]. 
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Code Defnition 

Overall, does the system display, analyze, or generate/suggest? 

G
ui
da

nc
e 

A
ug

m
en

ta
ti
on

 G
oa

l 
Ta

sk
 T
yp

e 

Documenting (28.2%) The system focuses on documenting or recording the dialogue or interaction. 

Analyzing (61.5%) The system analyzes the dialogue, extracting insights or patterns. 

Suggesting (53.8%) The system provides suggestions or generates content to assist dialogue participants. 

What is the overall purpose of the augmentation? 

Information (29.5%) The augmentation provides additional information to support the dialogue. 

Accessibility (21.8%) The augmentation helps make the dialogue accessible to a wider range of participants (e.g., for those 
with impairments). 

Clarifcation (12.8%) The augmentation helps clarify ambiguous or complex points in the dialogue. 

Facilitation (33.3%) The augmentation aids in the process of memorization or provides scafolding. 

Guidance: Divergent (20.5%) The augmentation ofers guidance by encouraging the discovery of diverse viewpoints. 

Guidance: Structure (14.1%) The augmentation helps moderate and structure the dialogue. 

Guidance: Refection (26.9%) The augmentation encourages participants to refect on the dialogue. 

Guidance: Engagement (26.9%) The augmentation helps keep participants engaged and involved in the dialogue. 

To what degree is guidance enforced? 

Orienting (38.5%) The augmentation shows possibly relevant options without an explicit ranking. 

Directing (15.4%) The augmentation shows ranked relevant options. 

Prescribing (23.1%) The augmentation shows only the option thought to be optimal for the task. 

Table 3: Augmentation Task: Dimensions, Codes, and Defnitions 

Augmentation Goal. Dialogue augmentation systems are highly 
diverse in what they aim to achieve overall, and many such systems 
enhance dialogue in multiple of the following ways. The frst pur-
pose is to provide additional information to support dialogue, such 
as adding contextual paralinguistic information to written mes-
sages [7, 10, 47, 124, 140], or retrieving relevant context [133, 143]. 
Further, augmentation often provides accessibility to the dialogue 
for participants who can not participate equally, due to disability 
[103, 128], or being non-native speakers [37]. Given the ambiguity 
and complex dynamics of dialogue, such systems can also help 
in the form of clarifcations, for example by retrieving images to 
resolve ambiguities [87], or intervene to establish common ground 
[128]. Finally, a large group of systems can be grouped as facili-
tation, which reduces cognitive load during discussion by aiding 
memorization or providing scafolding [132]. We further list a range 
of tasks where the system explicitly provides guidance to a user, i.e., 
directs the user with a specifc purpose [50, 139]. Firstly, augmen-
tation systems may encourage discussion participants to discover 
new viewpoints, i.e., encourage divergence. Similarly, they may 
also encourage interlocutors to refect on their contributions, and 
thereby mediate the discussion [41, 72], or improve their behavior 
[17]. Dialogue augmentation systems can also guide group discus-
sions to stick to a predefned structure through moderation [54]. 
Finally, such systems are also frequently used to guide passive users 
to improve their engagement in discussions through nudging to 
improve the overall contribution balance of the discussion, and, 
thus, enable an increase of opinion diversity [72]. 

Guidance Degree. As described in section 2, theoretical frame-
works in human-AI collaboration [23, 50] split the degree of guid-
ance into three categories. Whereas orienting refers to showing 
possibly relevant options without an explicit ranking, directing 
guidance adds such a ranking to the provided choices, such as 
relevance rankings in message recommendations [24]. Finally, pre-
scribing guidance shows only a single option, which is thought to be 
optimal for the underlying task. Of the three options, orienting and 
prescribing guidance are the most prevalent in dialogue augmen-
tation systems. Orienting guidance provides neutral suggestions, 
leaving much of the agency on the human side, whereas prescrib-
ing guidance is more rapidly understandable, and may, therefore, 
disrupt conversation less [19]. 

4.4 Interaction 
In the interaction dimension, we discuss crucial aspects of dialogue 
augmentation through the lens of human-AI collaboration—user 
and system feedback, timing, adaptation, and agency. 

Interaction Timing. The setting of dialogue augmentation 
where the AI agent somehow needs to integrate into a fowing 
discussion highlights the importance of timing. Most commonly, 
the systems in the scope provide augmentation during the dia-
logue, which instantaneously lets the participants adapt to model-
generated information, clarifcations, and suggestions [87, 128, 139]. 
Few systems exist that generate behavioral analyses for users after 
the interaction to give feedback to the user for them to adapt in 
the next interaction [114], or during asynchronous dialogue [67]. 



          

  

             

 
 

 
 

 
 

 
 

              

                 

       

              

                  

        

                

                   
  

             

                

                

         

               

           

            

          

     

             

            

        

                 

                     
  

       

         
        

          
   

           
         

            
         

          
            
         
         

       
         

     

       
         

          
     
         

           
           

          
          

          
           

         
          

           
           
             
        

          

  

             

 
 

 
 

 
 

 
 

              

                 

       

              

                  

        

                

                   
  

             

                

                

         

               

           

            

          

     

             

            

        

                 

                     
  

       

         
        

          
   

           
         

            
         

          
            
         
         

       
         

     

       
         

          
     
         

           
           

          
          

          
           

         
          

           
           
             
        

IUI ’25, March 24–27, 2025, Cagliari, Italy Chan et al. 

Code Defnition 

When does the user interact with the system in relation to the dialogue? 

A
ge
nc

y 
In
it
ia
ti
on

 
Ti
m
in
g

Sy
st
em

 F
ee
db

ac
k 

U
I P

ar
ad

ig
m

 
A
da

pt
in
g 

A
ge
nt
s 

During (83.3%) The user interacts with the system during the dialogue, providing real-time interaction. 

After (23.1%) The user interacts with the system after the dialogue has concluded for follow-up or analysis. 

Which agent is adapting in the interaction? 

User (47.4%) The user adapts their behavior or actions based on the system’s responses. 

Both (Co-Adaptive) (52.6%) Both the user and the system adapt to each other’s behavior in a co-adaptive manner. 

What user interface is used in the interaction? 

Text Interface (10.3%) The interaction takes place through a text-based interface, such as typing or reading. 

Graphical UI (48.7%) The interaction takes place through a graphical interface, such as menus, buttons, or windows. This includes 
web UIs. 

Voice UI (11.5%) The interaction takes place through voice commands and spoken responses. 

Chat UI (29.5%) The interaction takes place through a conversational interface, such as a chat window. 

Other (3.8%) Any other form of user interface that does not ft into the categories above. 

What is the output medium of the system’s feedback? 

Visualization (42.3%) The system provides feedback through visual means, such as graphs, charts, or images. 

Text (69.2%) The system provides feedback through written or printed text. 

Generated Speech (9.0%) The system provides feedback through generated or synthesized speech. 

Other (10.3%) The system provides other feedback, such as haptic. 

How is system information triggered? 

User-Initiated (20.5%) The user actively triggers the system’s information or response when needed. 

System-Initiated (85.9%) The system automatically initiates information or feedback without user intervention. 

How is system information integrated into the dialogue? 

User agency (75.6%) The user decides how and when the system’s information is integrated into the dialogue. 

System agency (25.6%) The system takes a more active role in integrating its information into the dialogue, without waiting for the 
user’s intervention. 

Table 4: Interaction: Dimensions, Codes, and Defnitions 

Letting the system provide augmentations during the dialogue may 
cause distraction, whereas providing feedback afterward may be 
less useful for some applications. We discuss this more extensively 
in section 6. 

Adaptive Agents. We ask which of the agents is adapting based 
on the feedback received during the interaction. Holter and El-
Assady [50] argue that there is an assumption in the setting of 
human-AI collaboration that a human agent will generally always 
learn from the AI. Therefore, we only provide the categorization 
of whether the system does not have the capacity to learn from 
the user during the interaction (user-adaptive only) or whether 
the collaboration is generally co-adaptive, which is more common. 
Typical co-adaptive systems include early transcription models, 
where users provide corrections to system transcriptions [91] or 
chatbots that augment dialogue [132]. 

User Interface Paradigm. Since we are discussing augmen-
tation systems that engage users beyond automated text input, 
we also examine how users manually interact with model outputs 
through the user interface (UI). 

Most fundamental interfaces may be text interfaces with support 
for reading, writing, or editing the system output [84, 91]. Slightly 
diferent are chat UIs where the user may engage in turn-taking 
exchanges with a chatbot, which may yield more fexible and adap-
tive interaction [132]. Voice UI systems such as smart speakers 
permit input directly through voice, which may reduce the barrier 
for interaction [3, 15]. Finally, as a broader setting, we consider 
dashboards or other graphical user interfaces, which may display 
modalities of system feedback beyond text. The modality in which 
users input information into such systems can have an efect on 
user behavior. For instance, users tend to ask more and diferent 
types of questions to an AI agent when they can write out their 
query, rather than querying in spoken voice [78]. 
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Code Defnition 

What type of model is used for text processing? 

In
pu

t F
ea
tu

re
s 

R
he

to
ri
c 

M
od

el
 T
yp

e 

Rule-Based (24.4%) The model relies on a predefned set of rules to process input. 

Statistical ML Model (37.2%) The model uses statistical machine learning techniques for language processing. 

Deep Neural Model (7.7%) The model employs deep learning techniques, such as neural networks, to process input. 

LLM-Based (25.6%) The model is based on a large language model (LLM), leveraging pre-training. 

Is the system output language adapted to have a specifc style? 

Affective (6.4%) The system output is expressed with emotionally nuanced language and/or tone. 

Informational (5.1%) The system output is expressed to provide information as efectively as possible. 

What user input is used for the task? 

Text Content Features (75.6%) The model processes textual input, analyzing the content of the dialogue. 

Acoustic Features (28.2%) The model uses acoustic features such as prosody, voice direction, and tone for processing. 

Visual Cues (14.1%) The model utilizes visual cues, such as gaze or gesturing. 

Other (15.4%) The model tracks other other types of input features recorded during the dialogue. 

Table 5: Model: Dimensions, Codes, and Defnitions 

System Feedback Type. The output medium of the system is 
related to the discussion of the UI and is a high-cardinality domain, 
where again, multiple codes may apply per system. We focus on 
the most predominant, namely, text, generated speech, and visu-
alizations such as images [87, 129], animations [36, 58], or graphs. 
Visualization may be useful in communicating sentiment [7, 10] or 
for visualizing numerical feedback [54], whereas generated speech 
is often used for natural dialogue with voice-assistants [15, 144]. Fi-
nally, the other category captures an interesting range of modalities 
that have been explored, such as haptic feedback for deaf or hard 
of hearing users [130], or somaesthetic systems [47] to improve 
co-experience during remote dialogue. When the system feedback 
type overlaps with the dialogue modality, dialogue augmentation 
systems have the means to intervene more actively. This may be 
the case for text and generated speech codes. 

Initiation. Independently of the mode of its output, a system is 
strongly characterized by the way its information is entered into the 
dialogue. We thereby diferentiate between two paradigms. User-
initiated means that the user explicitly requests information and 
thereby triggers the system output—the system is reactive. Com-
monly known examples of fully user-initiated systems are smart 
speakers or personal assistants [3, 15]. System-initiated refers to 
when the system automatically provides information without being 
prompted by a user—the system is proactive. A proactive system is 
especially helpful when the user might not know when they would 
beneft from augmentation, due to a lack of domain knowledge 
and/or disability, as in language learning/speech therapy [19, 43]. 
User-initiated systems are chosen for the fact that people can con-
trol their intervention, and are less distracting, whereas system-
initiated feedback are highly benefcial for just-in-time feedback 
[87, 128, 139]. 

Agency. In the dialogue augmentation context, agency refers 
to who controls the integration of system output in the discus-
sion. User agency means that the user can decide whether system 
suggestions are brought up in a dialogue, whereas system agency 
means such suggestions may autonomously intervene in the dia-
logue [25, 72]. Li et al. [84] study both types of agency for the use 
case of documenting clinical notes from a doctor-patient consul-
tation. In the scenario of user agency, a human has the authority 
to correct clinical notes proposed by the system, whereas in the 
scenario of system agency, clinical notes are generated solely by the 
system, which performs worse with regard to user satisfaction. This 
indicates, that user agency is the preferable design choice when a 
system doesn’t reach satisfactory performance. Other work shows 
that giving the system the autonomy to intervene may be useful for 
interrupting conversations or debates when they go emotionally 
[41, 100] or topically [25] awry, or to more actively promote user 
inclusion and engagement [72]. Notably, there is a nuanced distinc-
tion to initiation: a system may bring up suggestions autonomously 
(system-initiated feedback), without having the agency intervene 
in the discussion (user agency), as is common for messaging rec-
ommendations in assistive communication [128] or for supporting 
certain dialogue roles [82]. 

4.5 Model 
As the capabilities of speech, and language processing systems have 
continued to evolve and enabled the generation of more capable 
agents, an interesting aspect of dialogue augmentation systems is 
a consideration of the underlying modeling. Namely, we discuss 
the model architecture, the modalities processed by the model, and 
stylistic considerations for generating model output. 

Model Type. Our loose defnition of intelligence permits a wide 
variety of dialogue augmentation systems and allows us to evaluate 
the capabilities of such systems over time. Rather simple, rule-based 
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models were dominant in initial speech processing systems, such as 
simple word counters for speech training [45]. However, they may 
still be relevant for systems with functionalities such as measuring 
voice modulation [19, 47], engagement [72, 115] from acoustic activ-
ity, or in cases in which computational power is limited by design. 
Over time, statistical methods (e.g., linear models, decision trees) 
[94, 132], or deep neural networks [10, 84] were trained throughout 
various stages of the system pipeline. However, many such compo-
nents are increasingly implemented using transformer-based LLMs 
[70, 74, 87, 124, 128] , as prompting customized conversational 
LLMs ofers a low-resource5 method to provide a range of tasks 
in a user-adaptive and personalized manner [132]. We diferenti-
ate between LLMs and other DNN architectures to symbolize the 
increasing importance of this paradigm in dialogue augmentation. 

Rhetoric. The infuence of the system output on the interac-
tion outcome is commonly evaluated, especially when the model 
provides emotional, or task-specifc guidance. Frequently, the goal 
of such adaptation is to enhance the user’s trust in AI decisions 
[21, 29], be it through a more affective or informational style. Sys-
tems with an affective expressive style aim to be perceived as more 
empathetic [126], encouraging [114], or supportive [82]. Other sys-
tems, however, focus on delivering information concisely [139] or 
assertively and persuasively [41], which we categorize as informa-
tional rhetoric. 

Input Features. Finally, we categorize the types of model input 
data, as the input features encode diferent aspects of the dialogue. 
Our study is limited to systems that perform some form of speech-, 
or language processing. In settings, where either speech is tran-
scribed into text before applying the augmentation [84, 99], or 
written dialogue, e.g., in the form of chat histories [37] or online 
forums [143], is processed, we denote the model’s input as text con-
tent features. Many natural language processing algorithms depend 
on the input of textual content, e.g., summarization [111], detecting 
sentiment [7], or generating text [74]. However, communication 
generally involves a variety of paralinguistic information next to 
its direct content, such as in the form of acoustic features, or visual 
cues. For instance, visual cues such as eye-gaze [66], mimics, or 
deictic gestures [105, 141] may be used to capture user attention, 
engagement, or non-verbal content. Especially in the domain of 
assistive technology, paralinguistic information can be crucial to 
facilitate or even enable communication [57, 66, 71]. 

5 Design Space Usage Scenarios 
In the following, we demonstrate the tangible utility of the de-
sign space for designing dialogue augmentation systems in specifc, 
hypothetical application scenarios. To this end, we derive require-
ments from existing formative or Wizard-of-Oz studies for three 
diferent domains and highlight the ways in which using the design 
space may improve the tool design procedure by more precisely 
aligning system features with user needs and mitigating the risk of 
adverse consequences. 

5Low-resource, as a user can avoid full model re-training. 

5.1 Ideating on an On-Demand Fact-Checking 
System in Political Debates 

Televised political debates are a crucial part of democracy that help 
citizens form an opinion on parties and candidates. However, it can 
be challenging for the viewer to identify which factual claims from 
the candidates can be believed. Suppose, a news channel plans to 
create an on-demand fact-checking tool [61, 77] for such debates to 
support the user in assessing the candidates’ credibility. After com-
pleting research on previous work, the product developers start to 
design a prototype. While reviewing the design space, they observe 
that they have already considered numerous aspects in their design, 

Dialogue Context

InteractionAugm. 
Task

such as the dialogue 
Modality (spoken), 
# Participants (small 
group), Interaction 
Timing (during), and 
Task Type (analyz-
ing). However, during their inspection of the design space, they 
realize their current prototype will provide prescriptive guidance 
for clarifcation, which has been shown to sufer from low user 
trust (cf. section 4). This could infuence the public’s opinion on 
the news channel’s transparency and neutrality. Instead, they de-
cide to only highlight discrepancies between the candidates’ claims 
and expert articles and to guide the viewers towards doing more 
research on their own by linking external knowledge sources to 
specifc keywords used by the candidates (orienting guidance for 
refection). In this scenario, the design space helps the designers 
ideate on diferent augmentation tasks and follow company policy 
to mitigate the risk of losing public trust and neutrality. 

5.2 A Requirements Survey for a Video 
Conferencing Augmentation System 

In a work meeting, video call participants often take notes dur-
ing the call to document important information and to remember 
upcoming tasks. This can increase the mental load of the partic-
ipants and lead to less efciency during the meeting. In this ex-
ample, a group of researchers wants to tackle this problem by 
implementing a tool that transcribes and summarizes the video 
conference dialogues [46, 114]. In a pre-study, they plan to extract 
the video call participants’ needs through a survey to ideate on 
the summarization task of the AI 

Dialogue Context

Interaction

model. To this end, they frst 
consult our design 
space to understand 
what dimensions they 
may ask the user 
about. First, the de-
sign space helps them 
narrow their scope as they specify the context of the dialogue they 
want to support through the Dialogue Purpose as well as the 
Group Size. In the next, exploratory stage, they discover the de-
sign space axis of Interaction Timing and realize they need to 
understand requirement trade-ofs between the utility and distrac-
tion provided by augmentation during or after the dialogue takes 
place. They further discover the Adaptivity and UI Paradigm 
categories and realize that diferent people may prefer interactively 
personalizing summaries with the points most pertinent to them, 
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Figure 3: Papers within the project scope, by year and application domain. The works covered by our scope cover many 
applications across felds and have recently gained signifcant popularity. 

which they include in the survey. In this scenario, the design space 
inspires additional questions for the survey, possibly leading to 
fewer iterations in the prototype development and increasing the 
design’s user-friendliness. 

5.3 A Dialogue Augmentation Tool for 
Combatting Implicit Bias in Medical Care 

Implicit bias in medical care regarding gender, country of origin, eth-
nicity, and sexual orientation can harm the patient’s health [35, 42]. 
Furthermore, it can also lead to a loss of trust in the medical provider 
[28, 44, 112]. Suppose a group of consultants is tasked by a hospital 
to develop a software prototype to help mitigate implicit bias of 
healthcare workers [14] during a consultation with a patient. To this 
end, the consultants ideate metrics on how to measure implicit bias 
and create mock-ups to visualize the model’s results in a dashboard 
to educate the healthcare workers on their implicit bias after their 

InteractionModel

interaction. However, 
while refning their 
interaction design 
using the design space, 
they fnd the Sys-
tem Feedback cate-
gory and realize that implementing system-initiated feedback dur-
ing the interaction could be a crucial feature to create immediate 
bias awareness before the consultation ends. Further inspection of 
the Input Features makes them realize that such bias is frequently 
not only exerted in the content of speech but also in acoustic fea-
tures, such as prosody or visual cues, which leads them to add such 
input channels for their system. Finally, the design space makes the 
consultants think about the diferent types of feedback a system 
could provide in a shared dashboard interface. In this use case, the 
design space helps to expand the features of the tool, thus making it 
more efcient for combatting implicit bias in medical consultations. 
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agents provide corrective feedback to human agents, e.g., to encour-
age human self-reflection [93]. This exemplifies how improvements 
in technical capabilities enable more adaptive and personalized 
language model interactions, which have generally empowered 
such systems to take on active supportive roles during dialogues 
by providing various types of real-time user guidance. This trend 
can be quantitatively observed in Figure 4, which shows a surge in 
LLM-based systems as well as other deep neural networks , with a 
simultaneous rise in co-adaptivity (cf. Figure 6) through interaction 
paradigms (e.g., Chat UIs, cf. Figure 7) that enable models to adapt 
more interactively to user inputs. Finally, not only are such models 
becoming more adaptive during user interaction, but the simplicity 
of adaptation through prompting in modern LLMs lowers the bar-
rier for developers to generate domain-adapted and personalized 
models, for which the recent rise in rhetorically adapted models is 
a good example (cf. Figure 5). 

Agency and Initiation. Further, we observe the trend that the 
feedback of such systems generally becomes more system-initiated. 
Beyond more system-initiated feedback, we also notice a trend in 
increasingly agentic systems (cf. Figure 8), in which the system 
can provide guidance or information by directly intervening in the 
dialogue. By combining these axes, we identify a direction of works 
that evaluate AI agents as increasingly emancipated and proactive 
dialogue participants who engage with human agents in a specific 
role [25, 117] or as equal collaborators [70]. In the framework of 

Figure 8: Agency assignment by year. 

dialogue as a joint activity, this means that AI agents in such medi-
ation or moderation roles can change the hierarchy of dialogue, as 
they redistribute and claim control. The potential positive impacts 
of increased AI agency and initiation in dialogue augmentation are 
manifold, such as the effect on social dynamics in regard to speaker 
balance, topic diversity [72], building interpersonal connection or 
communication flow [122], the facilitation of communication in 
assistive settings [57], and efficiency of communication in group 
settings [72]. 

Figure 4: Usage of Model Type by year. 

6 Discussion 
In this section, we analyze the trends, opportunities, and challenges 
for dialogue augmentation systems. Our main focus thereby lies on 
the interplay between individual dimensions of the design space 
and their efect on user perception. 

6.1 Trends 
Figure 3 shows the overall distribution of the number of papers 
that ft our scope, grouped by publication year and application 
domain. It is immediately visible that there is an upward trend in 
the overall number of works in this domain. Most likely this stems 
from a combination of the development of more powerful language 
models from around 2018 [31], and the rise in tools built to support 
remote co-experience after the COVID-19 pandemic. We further 
see an increase in domain-specifc applications, which promisingly 
indicates the practical adoption of such systems across domains. 
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age human self-reflection [93]. This exemplifies how improvements 
in technical capabilities enable more adaptive and personalized 
language model interactions, which have generally empowered 
such systems to take on active supportive roles during dialogues 
by providing various types of real-time user guidance. This trend 
can be quantitatively observed in Figure 4, which shows a surge in 
LLM-based systems as well as other deep neural networks , with a 
simultaneous rise in co-adaptivity (cf. Figure 6) through interaction 
paradigms (e.g., Chat UIs, cf. Figure 7) that enable models to adapt 
more interactively to user inputs. Finally, not only are such models 
becoming more adaptive during user interaction, but the simplicity 
of adaptation through prompting in modern LLMs lowers the bar-
rier for developers to generate domain-adapted and personalized 
models, for which the recent rise in rhetorically adapted models is 
a good example (cf. Figure 5). 

Agency and Initiation. Further, we observe the trend that the 
feedback of such systems generally becomes more system-initiated. 
Beyond more system-initiated feedback, we also notice a trend in 
increasingly agentic systems (cf. Figure 8), in which the system 
can provide guidance or information by directly intervening in the 
dialogue. By combining these axes, we identify a direction of works 
that evaluate AI agents as increasingly emancipated and proactive 
dialogue participants who engage with human agents in a specific 
role [25, 117] or as equal collaborators [70]. In the framework of 

Figure 8: Agency assignment by year. 

dialogue as a joint activity, this means that AI agents in such medi-
ation or moderation roles can change the hierarchy of dialogue, as 
they redistribute and claim control. The potential positive impacts 
of increased AI agency and initiation in dialogue augmentation are 
manifold, such as the effect on social dynamics in regard to speaker 
balance, topic diversity [72], building interpersonal connection or 
communication flow [122], the facilitation of communication in 
assistive settings [57], and efficiency of communication in group 
settings [72]. 

Figure 5: Implementation of a Rhetoric style by year. 
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dialogue as a joint activity, this means that AI agents in such medi-
ation or moderation roles can change the hierarchy of dialogue, as 
they redistribute and claim control. The potential positive impacts 
of increased AI agency and initiation in dialogue augmentation are 
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Figure 7: Usage of UI Paradigms by year. 

Models, Tasks, and Roles. Research about efectively facilitat-
ing dialogue using language processing systems goes back many 
years. However, due to historically high text processing error rates, 
many early systems focused on the basic interaction where hu-
mans corrected erroneous system outputs [65, 91, 97]. For instance, 
Munteanu et al. [91] report typical transcription word error rates 
of 40-45%, which they improve via corrective human interventions. 
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The human’s role in validating model output is still crucial in safety-
critical applications [84], however, we note that some modern col-
laborative settings go as far as switching these roles, where now AI 
agents provide corrective feedback to human agents, e.g., to encour-
age human self-refection [93]. This exemplifes how improvements 
in technical capabilities enable more adaptive and personalized 
language model interactions, which have generally empowered 
such systems to take on active supportive roles during dialogues 
by providing various types of real-time user guidance.This trend 
can be quantitatively observed in Figure 4, which shows a surge in 
LLM-based systems as well as other deep neural networks , with a 
simultaneous rise in co-adaptivity (cf. Figure 6) through interaction 
paradigms (e.g., Chat UIs, cf. Figure 7) that enable models to adapt 
more interactively to user inputs. Finally, not only are such models 
becoming more adaptive during user interaction, but the simplicity 
of adaptation through prompting in modern LLMs lowers the bar-
rier for developers to generate domain-adapted and personalized 
models, for which the recent rise in rhetorically adapted models is 
a good example (cf. Figure 5). 
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dialogue as a joint activity, this means that AI agents in such medi-
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Agency and Initiation. Further, we observe the trend that the 
feedback of such systems generally becomes more system-initiated. 
Beyond more system-initiated feedback, we also notice a trend in 
increasingly agentic systems (cf. Figure 8), in which the system 
can provide guidance or information by directly intervening in the 
dialogue. By combining these axes, we identify a direction of works 
that evaluate AI agents as increasingly emancipated and proactive 
dialogue participants who engage with human agents in a specifc 
role [25, 117] or as equal collaborators [70]. 

In the framework of dialogue as a joint activity, this means that 
AI agents in such mediation or moderation roles can change the 
hierarchy of dialogue, as they redistribute and claim control. The 
potential positive impacts of increased AI agency and initiation in 
dialogue augmentation are manifold, such as the efect on social 
dynamics in regard to speaker balance, topic diversity [72], building 
interpersonal connection or communication fow [122], the facilita-
tion of communication in assistive settings [57], and efciency of 
communication in group settings [72]. 
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6.2 Challenges and Opportunities 
However, achieving efective augmentation for dialogue is challeng-
ing and some open problems need to be tackled by future research. 
The overall challenge with designing efective interventions is well-
captured by Boyd et al. [19]: “Interventions are most successful when 
the people receiving them perceive them to be useful and can tolerate 
their delivery.” 

Augmentation Distractiveness. The frst concern is the distrac-
tive efect that augmentations have and the resulting disruption 
of the conversation fow. This is most prominent in systems that 
have the agency to interrupt the dialogue, however, some degree 
of distraction occurs as soon as virtually any information is auto-
matically surfaced to a user in a system-initiated way. Surfacing 
small artifacts, such as pop-up images, have been described to not 
interrupt conversation fow too much [87]. However, displaying too 
much content or longer text passages may make the user break eye 
contact and lose concentration [84, 99]. This relates to the need to 
explicitly and carefully design the amount and type of guidance that 
a user can process without interrupting the dialogue fow, which 
has been previously explored for chatbot interactions [139]. The 
severity of the distraction perceived by the users may also depend 
on the dialogue context, such as the number of participants [87]. 
Ways of avoiding the disruptiveness of system-initiated feedback 
may be to develop more easily accessible user-initiated feedback 
mechanisms [139], restructuring dialogues to include conscious 
breaks for receiving system feedback [114, 128, 132], or to provide 
system feedback in subtle and private ways, e.g., through the usage 
of wearables [19, 94]. We encourage future research to explore other 
non-distractive methods for system-initiated feedback in further 
settings and use cases. 

User Trust and Privacy. The second requirement to perceive an in-
tervention as benefcial is to ensure that its content is perceived to be 
useful. This relates to both a discussion on model accuracy, and user 
trust. Whereas some users may distrust model-generated feedback 
from the beginning [114], users may also lose trust upon receiv-
ing inaccurate, incomplete, or irrelevant system feedback [84, 144]. 
Further, some users in AI-mediated communication may even care-
lessly over-rely on system generations, causing a grey zone for user 
trust and accountability [49]. As such, further research is needed 
to improve user trust by equipping system feedback with under-
standable model explanations or giving back agency to users via 
information provenance. Finally, data privacy is a frequent concern 
for users of dialogue augmentation devices such as smart speak-
ers, as many users are uncertain when such devices are recording 
and what data is being collected [1]. This is especially concerning 
due to their usage in sensitive environments, such as homes and 
classrooms [15, 144]. Better educating users about enforced data 
protection measures, along with developing secure and transparent 
devices, could help address this issue. 

Accessibility. Another aspect of usefulness is accessibility. An 
intervention may be more likely to be perceived as useful when 
it is developed with the diverse preferences and needs of the tar-
get audience(s), including those who belong to underrepresented 
groups. Lee et al. [81] refer to this approach as value-sensitive de-
sign, which can be guided by a comprehensive design space for 

dialogue augmentation such as the one we propose. For instance, 
accommodating individuals with cognitive and sensory disabilities 
might involve tailoring augmentation strategies to such specifc 
user needs. This may include addressing augmentation contexts 
(e.g., aligning augmentation purpose and structure to support mem-
ory or comprehension), tasks (e.g., defning augmentation goals 
that prioritize accessibility and integrating guidance for clearer 
interactions), interaction (e.g., adapting timing, UI paradigms, sys-
tem feedback, initiation mechanisms, and user agency to reduce 
cognitive load), and model rhetoric (e.g., employing empathetic or 
plain language to ensure clarity and inclusivity). 

6.3 Limitations 
We briefy describe some limitations of this study. Firstly, this design 
space covers the specifc scope of intelligent dialogue augmentation 
systems with a special focus on language processing. As such, the 
study does not, or only tangentially, cover works done in Wizard-of-
Oz studies, or studies describing techniques that could potentially 
be applied to augment dialogue, for instance. The authors choose 
the inclusion criteria of the study in an attempt to provide an 
interesting and useful discussion while aiming to limit the scope 
in this fast-evolving, productive research area. Further, although 
much efort was put into the design space to make it relevant to a 
broad range of dialogue augmentation systems, the ongoing rapid 
AI advancements may require us to rethink parts of the design 
space within an uncertain time. Finally, although we ground the 
design space using established concepts in social interaction studies 
and human-AI collaboration as well as multiple stages of author 
discussions, we acknowledge that the design space is by no means 
exhaustive, or entirely non-subjective. It contains axes that the 
authors consider relevant to provide an initial characterization 
of the broader space of dialogue augmentation systems and we 
encourage further research to expand or improve the design space 
as dialogue augmentation systems further develop. 

7 Conclusion 
In this work, we develop a design space for intelligent dialogue aug-
mentation systems on fve axes—dialogue context, augmentation 
context, task, interaction, and model—through a literature study 
and an iterative, mixed-methods refnement. We further ground 
our analysis by connecting it to established categorizations of both 
dialogue as a joint activity and human-AI collaboration. For each 
dimension, we identify relevant categories that characterize dia-
logue augmentation systems, analyze current trends, evaluate the 
impact of design choices on dialogue dynamics and user percep-
tion, and, fnally, detect challenges and research opportunities for 
future dialogue augmentation systems. More concretely, we fnd 
that recent improvements in language modeling have led to the 
development of highly adaptive and personalized user interactions 
which change the role of AI agents with respect to their initiation 
and agency. We fnd that in most dialogue contexts, however, de-
signing trusted, seamless, and timely augmentation is key to the 
adoption of dialogue augmentation systems for broader use. We 
hope this foundational work establishes a common ground in this 
prospering space and inspires further system studies to evaluate 
efects across the proposed design space axes. 
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Paper Short Paper Summary Reason for Exclusion 

Echenique et al. [33] The paper investigates how supplemental cues (video or real-time text 
transcripts) support non-native speakers’ participation in multiparty 
audio conferences. 

The system is not actually implemented, 
only a Wizard-of-Oz study is performed. 

Kim et al. [71] This paper proposes an audio-visualized caption system that automati-
cally visualizes paralinguistic cues into various caption elements, such 
as thickness, height, font type, and motion. 

Captioning of videos is generally not in-
cluded, as there is no dialogue between the 
viewer, i.e., the augmentee and the subject 
of the video. 

Rubin et al. [110] This paper introduces an interface that assists novice users in recording 
scripted narrations. 

Coaching for speech is not included as 
long as there is no active dialogue. 

Semertzidis et al. [118] The paper introduces a communicative neuroresponsive system that 
uses brain-computer interfacing and artifcial intelligence to read one’s 
emotional states. 

The technique may be applicable to dia-
logue but is not explicitly used for it. 

Yamashita et al. [137] The paper proposes a technique called "remote lag" to alleviate the 
problems caused by the invisibility of remote gestures. 

No text/speech processing, only visual 
cues are considered. 

A.2 Study Scope 
In this section, we provide a small subsample of papers in the corpus 
along with a brief summary and the reasons for their exclusion. We 
aim for this to help the reader better grasp the scope of the study. 
Purposefully, we oversample controversial studies that were only 
marginally excluded through author discussions. 

A.3 Corpus 
The 78 papers that were considered in the fnal version of the 
design space are: [4, 7–10, 12, 15, 17–20, 24, 25, 36–38, 40, 41, 43, 45– 
47, 51–58, 62, 65–67, 70, 72, 74, 75, 82, 84, 86, 87, 91–94, 96–101, 103– 
106, 109, 111, 114–116, 119–122, 124, 126, 128, 129, 132, 133, 135, 136, 
139–141, 143, 144] 
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