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Abstract. The necessity for interpretability in natural language pro-
cessing (NLP) has risen alongside the growing prominence of large lan-
guage models. Among the myriad tasks within NLP, text generation
stands out as a primary objective of autoregressive models. The NLP
community has begun to take a keen interest in gaining a deeper un-
derstanding of text generation, leading to the development of model-
agnostic explainable artificial intelligence (xAI) methods tailored to this
task. The design and evaluation of explainability methods are non-trivial
since they depend on many factors involved in the text generation pro-
cess, e.g., the autoregressive model and its stochastic nature. This paper
outlines 17 challenges categorized into three groups that arise during the
development and assessment of attribution-based explainability meth-
ods. These challenges encompass issues concerning tokenization, defin-
ing explanation similarity, determining token importance and prediction
change metrics, the level of human intervention required, and the creation
of suitable test datasets. The paper illustrates how these challenges can
be intertwined, showcasing new opportunities for the community. These
include developing probabilistic word-level explainability methods and
engaging humans in the explainability pipeline, from the data design to
the final evaluation, to draw robust conclusions on xAI methods.

Keywords: Explainability · Text generation · Autoregressive models ·
Evaluation · Perturbation-based analysis · Challenges and opportunities.

1 Introduction

Text generation tasks are ubiquitous in natural language processing (NLP), span-
ning a range of applications. These tasks encompass predicting the next word in a
sequence, generating complete paragraphs, or even producing entire documents.
Text generation can also be framed as a sequence-to-sequence task that aims to
take an input sequence and generate an output sequence for machine translation
and question-answering. Despite the notable achievements of recent autoregres-
sive models to generate text, there remains a wide range of tasks where these
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Fig. 1: Challenges at various stages of the text generation explainability process,
including the dataset creation, the explanation design, and the explanation eval-
uation. Different stakeholders address these challenges. Linguists are responsi-
ble for designing semantic, syntactic, and grammatical perturbations. End-users
contribute to defining the overall format of expected explanations, e.g., size of
explanations. Machine learning (ML) practitioners tackle the remaining chal-
lenges related to the language model, the data, and the evaluation metrics.

models struggle [49]. Thus, it is imperative to enhance our understanding of LM
reasoning. However, the unique characteristics of text generation pose specific
challenges regarding its explainability, e.g., challenges related to text data, au-
toregressive models, or tokenization. Although various strategies exist to explain
the outcomes of autoregressive models—such as causal analyses of network ac-
tivation subspaces, attention coefficient analysis, probing representations, and
natural language representations—our paper specifically centers on attribution-
based methods that provide explanatory masks. The primary rationale for this
focus is that these masks can be easily transformed into importance scores for in-
dividual input features, specifically the tokens in the input sentence. This greatly
enhances human interpretation of explanations and the understanding of each
token’s role. Furthermore, this approach enables human-based evaluation along-
side model-focused evaluation, such as evaluating faithfulness.

Understanding the challenges at each stage of the explainability pipeline is
crucial when explaining next token generation. During the explanation design
phase, decisions are made regarding how explanatory masks should be trans-
lated into textual explanations. To ensure control over explanation evaluation,
one approach is to craft datasets with specific perturbations. However, this in-
troduces additional obstacles that machine learning (ML) practitioners must
address. Moreover, making informed decisions about how metrics will be em-
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ployed is imperative during the final evaluation of the explanations generated
from these constructed datasets.

Addressing these challenges requires the engagement of various stakeholders
at every stage of the explainability process. Currently, human involvement is
limited to the final step, where they verify if explanations of the next token
align with their mental models [6, 16]. However, research indicates that only
involving humans at the end of the explainability pipeline, during user studies
and quality ratings, does not provide sufficient evidence that explanations are
helpful and meet human expectations [17,28]. As motivated by Zhao et al. [55],
we propose to include different stakeholders from the start of the explainability
process to gain control over the evaluation of explainable artificial intelligence
(xAI) methods for text generation.

Our objective is to highlight both the challenges and opportunities inherent
to explainability for text generation, encouraging the development of a compre-
hensive and controlled evaluation framework for explainability methods. Figure 1
introduces the 17 challenges that emerge in dataset creation, explanation design,
and method evaluation that are unique to textual data and the task of text gen-
eration. To tackle those challenges, we propose strategies that involve humans at
every step of the explainability pipeline to ensure robust characterization of xAI
methods. Tasks are distributed among various stakeholders, including ML prac-
titioners, linguists, and end-users, showing the necessity of diverse knowledge
sources in the explainability process. In addition, this position paper explores
new opportunities in text generation explainability, such as the development of
probabilistic word-level explainability methods and the design of tailored pertur-
bations. The establishment of a benchmark comprising well-designed perturbed
datasets would facilitate the generation of coherent explanations and enable
controlled evaluation of xAI methods that would lead to a more nuanced under-
standing of their performance. To summarize our contributions,

◦ We present challenges encountered at each stage of the explainability process
of autoregressive LMs for text generation.

◦ We demonstrate that addressing these challenges within the explainability
process involves collaborating with various stakeholders, including ML prac-
titioners, linguists, and end-users, each contributing expertise at different
stages.

◦ We introduce new opportunities for establishing a robust explainability bench-
mark through well-designed perturbed datasets. This initiative aims to com-
prehensively evaluate existing explainability methods.

Our paper serves as a roadmap for those interested in developing, evaluat-
ing, characterizing, and comparing explainability methods for text generation.
Throughout the paper, the icons D , X , and E are used to represent the chal-
lenges related to the Dataset design, the eXplanation design, and the Evaluation
respectively.



4 K. Amara et al.

2 Background and Related Work

2.1 Text Generation

Text generation entails initial tokenization followed by autoregressive text gen-
eration, where each token is conditioned on previously generated tokens. The
tokenization phase crucially depends on the choice of tokenizer, as it establishes
the language unit for the autoregressive model. Prior studies have delved into the
impact of tokenization, particularly subword tokenization, on word alignment in
machine translation tasks [10, 27] and its utility to make the length of paral-
lel sentences more even [19]. While subword tokenization has been recognized
in the machine translation community as a solution for handling misspellings
and multilingual data, our paper demonstrates that it also introduces new chal-
lenges in text generation explainability. Moreover, the probabilistic nature of
language generation techniques significantly influences model performance, user
experience, and ethical considerations. Sampling methods, e.g., top-k sampling
and temperature-based sampling, and exploration strategies, e.g., beam search,
introduce randomness into text generation, allowing models to explore diverse
linguistic possibilities and improve text quality [54]. However, this randomness
introduces unpredictability into responses, which is not addressed in determinis-
tic explainability procedures. To our knowledge, there has been no consideration
of the impact of LM stochasticity on explainability. Thus, our paper aims to de-
lineate the challenges posed by LM randomness in generated explanations and
propose solutions to address this issue.

2.2 Explainability Methods

In xAI, explanations are commonly classified into several categories. Firstly, they
can be categorized based on whether they pertain to an individual prediction
(local) or the overall prediction process of the model (global). Secondly, expla-
nations are distinguished based on whether they arise directly from the predic-
tion process itself (self-explaining) or if they require additional post-processing
(post-hoc) [16]. Furthermore, explanations can be classified as either pertaining
to the data-level (model-agnostic) or considering the model’s behavior (model-
aware) [47]. Regardless of their categorization, they should accurately depict the
behavior of the models, i.e., be faithful) and enhance user comprehension and
trust in black-box models [23].

The importance of explainability within the NLP research is showcased by
the recent survey papers. For example, Danilevsky et al. [9] categorize methods
for explaining NLP, such as feature importance and surrogate models, and out-
line available techniques for generating explanations for NLP model predictions.
Zini and Awad [56] examine both model-agnostic and model-specific explainabil-
ity methods in NLP, categorizing them based on what they explain, including
word embeddings, LM operations, and model decisions (predictions). Nagahis-
archoghaei et al. [37] describe the importance and development of xAI research
across various domains, including language modeling tasks. Sajjad et al. [42]
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present a survey on neuron analysis, covering methods for understanding neu-
ron properties in NLP models, including LMs. Additionally, Vijayakumar [50]
focuses on the latent space (activation space), describing methods that explore
neuron activations and their learning capabilities.

2.3 Attribution-based Methods

Recent advancements have explored model-agnostic attribution-based methods
for explaining text generation tasks. While many of these methods stem from tra-
ditional feature-based approaches like SHAP [45] and LIME [40], newer method-
ologies have been proposed to better suit NLP tasks. In textual data, words
exhibit strong interactions, and their contributions heavily depend on context.
Therefore, feature attributions for textual data need to be tailored to accom-
modate these intricate dependencies. Existing explainability approaches for text
data are predominantly tailored to classification tasks [7, 26], with only recent
attempts focusing on elucidating autoregressive models and their text generation
processes. HEDGE [7] is an example of a SHAP-based method designed to ad-
dress context dependencies specific to text data. It constructs hierarchical word
clusters based on their interactions. SyntaxShap [4] introduces a novel approach
to forming word coalitions that adhere to syntactic relationships dictated by the
dependency tree, taking into account the syntactic dependencies fundamental to
linguistics. Our research aims to highlight the myriad challenges associated with
the project of explaining text generation with model-agnostic attribution-based
methods and provide guidelines on how to address these novel issues effectively.

3 Dataset Creation

To achieve thorough explainability, it is essential to incorporate human-centered
evaluation for constructing reliable and trustworthy models. However, involving
humans at the very final stages of the xAI pipeline reveals numerous limitations.
As already motivated by Zhao et al. [55], we advocate for early human involve-
ment in designing tailored datasets. This approach presents several challenges,
which are elaborated in this section and referred to with icons D in Figure 2
and Figure 3.

3.1 Human-centered Explanations

In text generation, an explanation is represented as a vector of importance scores
assigned to each token within the input sentence. These scores represent the
contribution of individual tokens to the language model’s prediction of the next
token. We need to construct input/output pairs, which are expected to be both
necessary and engaging for humans. In other words, the output should merit ex-
planation, and there should be identifiable explanatory tokens within the input.
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Fig. 2: Example of an explanation pipeline for text generation. Challenges re-
lated to the dataset creation are referred to by icon D , and the ones related to
the explanation design with icon X . The autoregressive language model that
includes the tokenizer, the decoder, and the sampling method, takes as input
an unfinished sentence X and generates the next token Y . The explainability
method then produces an explanation E that is transformed into a textual ex-
planation E% after a step of thresholding and word exclusion.

D1 Explainable Next-Token An explanation in text generation is crafted to
explain a specific next-token, also referred to as a target. It falls upon humans
to designate which tokens are worthy of explanation. A next token is deemed
explainable if there exist tokens within the input sentences that significantly
influence its prediction [25]. For example, function words like determinants are
often not considered explainable since they lack semantic or grammatical depen-
dency on preceding tokens.

My grandmother is a
My grandmother is a loving

Opportunities: Strategies to ensure that targets in text generation are ex-
plainable could be to bring end-users to participate in dataset creation. This
approach enables the evaluation of xAI methods on sentences where preceding
tokens strongly influence the next token.

D2 Decisive Words Selecting the decisive token(s) for perturbation poses
a significant challenge. Prior studies have introduced the concept of a direct
causal effect of a token on prediction by examining which token, when altered,
induces the most substantial change in prediction [5, 14]. The tokens chosen
for perturbation should profoundly influence prediction by being both necessary
and sufficient for it [51]. These tokens typically exhibit semantic richness, such as
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content words (nouns) or words containing crucial information, e.g., age, gender.

My grandmother is a loving individual, however she also tends to be

My grandmother is a strict individual, however she also tends to be

Opportunities: Identifying the decisive tokens requires the intervention of
linguists, although automation using a well-trained neural network could be
considered.

3.2 Perturbation-based Datasets

Utilizing automatic or human-controlled perturbations on textual inputs has
proven effective in assessing the robustness of NLP systems [35]. Perturbation
methods have been used for text translation [38], bias analysis [39], robustness to
adversarial atacks [2], etc. Also, when it comes to text generation task, to control
the evaluation of xAI methods based on prior knowledge of decisive tokens influ-
encing explainable next-tokens, it is advisable to construct perturbed datasets
where these key tokens are identified. However, this design process presents sev-
eral challenges, including managing the wide variety of perturbation types and
determining how to apply these perturbations to text data effectively.

D3 Diverse Perturbation Strategies A perturbation consists of modifying
an input sentence with a potential impact on the next token and/or the explana-
tion. There are many ways how to perturb a sentence: 1-to-1 token replacement,
multiple tokens replacement, token movement, formulation change, gender/num-
ber modification [36]. Humans play a role in creating perturbations by selecting
input/output pairs that produce explainable outputs and include decisive to-
kens. These perturbations can take various forms, such as syntactic, semantic,
or grammatical. When designing perturbations, humans ensure their validity,
acting as safeguards. While grammatical perturbations can be automated, gen-
erating semantic perturbations is more complex and less straightforward. By
design, we expect the perturbed word(s) to be decisive and, therefore, to be of
high importance in the explanation. The choice of the perturbation type will
determine the number of decisive tokens to be altered. We encourage interven-
tion on single tokens to facilitate the study and be certain to identify the full
causal effect of the perturbation. Working with pairs of sentences that differ by
one perturbation, we also expect their explanations to have some similarity or
dissimilarity, based on the perturbation strategy chosen.

Opportunities: Well-designed perturbed datasets by linguists will help rig-
orously evaluate the accuracy and coherency of explainability methods. As
far as we know, there has not been a comprehensive benchmark of perturbed
datasets to assess and categorize explainability methods for text generation.
This presents new opportunities for creating well-designed perturbed datasets
to evaluate xAI methods.
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Fig. 3: Evaluation procedure with well-designed perturbations. Different types of
perturbations are used to create tailored datasets. The selected perturbation U
affects the input sentence X and the explanation E generated by the xAI method.
By assigning linguistic properties to the different types of perturbation, it is
possible to use the results of the evaluation phase to characterize xAI methods.
Icons D describe challenges related to the dataset creation and icons E describe
challenges in the evaluation phase of explanations.

D4 Sampling Strategy to Replace Tokens One type of perturbation is to
replace a token with another one that has either a close or very different meaning
while keeping the same function [18]. A strategy for selecting a replacement word
is to choose a word from a subset of words in the embedding space, where the
distance between data points indicates the similarity between words. However,
selecting the appropriate vector-embedding model is a non-trivial task, and it
remains uncertain which layers in Language Models (LMs) effectively capture
semantic information [44]. For minor semantic perturbations, a maximum dis-
tance rmax is initially determined, and a word at a distance d from the original
word is selected such that d < rmax. Respectively, for large perturbations, a
minimum distance rmin is initially chosen, and a word at a distance d from the
original word is selected such that d > rmin. The selection of the minimum or
maximum radius is subjective and should be justified prior to sampling words
for perturbation-based analysis.

My sister went to the park and saw a

My sister went to the school and saw a
My sister went to the basement and saw a
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Opportunities: The method of token replacement remains an unresolved
question, and there are numerous avenues for ML practitioners to explore in
proposing new intelligent replacement strategies and finding expressive em-
bedding spaces.

3.3 Tracing the Effect of Perturbations

Creating perturbations is a method to acquire comprehensive insight into ex-
pected explanations. Nevertheless, there could be hidden effects of the designed
perturbations. Grasping how perturbations spread helps measure the true im-
pact of interventions on the explanations.

D5 Indirect and Direct Effect of Input Pertubations Perturbations on
the input are designed to influence directly the prediction and, consequently,
the explanation. This is the indirect impact of the perturbation on the explana-
tion. However, if the perturbation implies changing the form of the input, e.g.,
number of tokens or position of tokens, the perturbation also has some direct
impact on the explanation. Disentangling the direct and indirect effects of per-
turbations on explanations is a major challenge in perturbation-based analysis
for xAI methods.

Opportunities: ML practitioners must explore the multiple effects of per-
turbations on the different variables in the explainability process. Introduce a
causal graph to represent the effect of perturbations on the different variables
in our problem might help grasp better their real effect.

D6 Measuring the Impact of Perturbations A perturbation is made on
one or several tokens. Explanations are expected to reflect the importance of
those perturbed tokens. To measure how much a perturbation in the input sen-
tence affects the explanation, the discrete nature of natural language makes it
more challenging [31]. One can be interested in the attribution values of the
(i) perturbed tokens or (ii) the whole sentence. In case (i), one can report the
changes in the importance score of the decisive tokens; while in case (ii), one can
average those changes over all words in the sentence or compute the divergence
between the initial attribution distribution and the new one obtained with the
perturbed sentence.

Opportunities: There are many approaches to measuring the impact of per-
turbations on explanations that ML practitioners can explore in the future.

4 Explanation Design

Explanations for text generation can take many forms. In this section, we explore
the challenges that arise when generating and transforming explanations for the
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final explainability evaluation. Those originate from the language model or the
nature of the data and are presented in Figure 2 with icons X .

4.1 Challenges Originating from the Language Model

Methods for explainability produce explanations that are closely tied to the spe-
cific model being used. Consequently, any limitations or biases present in the
model will directly affect the explanations provided.

X1 Stochasticity Explainability methods involve deterministic computations
of how each word contributes to the model’s prediction of the next token [4,
7]. For a given next token, the explanation varies uniquely for each algorithm
(such as SHAP [45], LIME [40], etc.). However, altering the random seed can
affect the outcome after sampling a prediction from the probability distribution
generated by the autoregressive language model, and consequently altering the
entire explanation [54]. The challenge lies in reconciling the sampling method’s
inherent probabilistic nature with the uniqueness of explanations.

Opportunities: We encourage ML practitioners to develop explanations that
can withstand the inherent stochasticity of language models and their sam-
pling strategy. One direction could be to develop probabilistic explainability
methods that do not merely replicate randomly sampled final outputs but
instead construct (approximate) explanations that reflect the probability dis-
tribution across the entire (top-k) vocabulary. Moreover, the inherent proba-
bilistic nature of language models could be leveraged as a means to evaluate
the robustness of explainability methods concerning variations in predictions.

X2 Tokenization Explanations involve attributing value to individual words
within input sentences. However, in NLP tasks, the tokenizer vocabulary may
not align perfectly with our vocabulary of words, leading to situations where
words are divided into multiple tokens. The approach of representing words as
sequences of subword units is founded on the concept that various word cate-
gories can be conveyed using smaller units compared to whole words [43]. Sub-
word tokenization not only allows the model to sustain a manageable vocab-
ulary size while obtaining significant context-independent representations but
also equips the model to address unfamiliar words by decomposing them into
recognizable subwords [1]. This introduces complexity in assigning importance
to features. It raises questions about how tokens stemming from the same word
should be treated in terms of importance. The following example shows how sub-
word tokenization can affect the attribution of xAI methods, making it difficult
to interpret explanations:

Words: My grandpa went to Himalayas and saw a
⇓

Tokens: My | grand | pa | went | to | Himal | ayas | and | saw | a
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Opportunities: ML practitioners could explore strategies for handling to-
kens originating from the same word during explanation evaluation, such as
assigning them the average importance. Looking ahead, we encourage ML
practitioners to develop explainability methods that can effectively address
the subword tokenization problem. For instance, in shap-based xAI methods,
we could consider tokens belonging to the same word as a single player in the
game.

4.2 Challenges Originating from the Text Data

After the explainability methods assign importance scores to each token in the
input sentence, translating this into a human-intelligible format presents further
challenges.

X3 Exclusion When dealing with text data, a significant challenge arises in
the process of converting an explanatory mask – a vector of importance scores –
into a textual explanation (so called predicted rationales [12]). This process in-
volves transforming explanatory masks into binary vectors by applying a chosen
threshold, where words are retained or excluded based on whether the vector
value is 1 or 0 at their respective positions. The following example illustrates
the word exclusion problem. The intensity of orange indicates the magnitude of
importance scores.{

After dinner , they are not
threshold = X

}
→ ... dinner , ... not

However, the conversion of scalar importance values into binary form re-
sults in a substantial loss of information, hindering the ability to compare the
importance of words effectively.

Opportunities: There is space for end-users to explore new replacement strat-
egy such as a weighted-word replacement. Rather than relying on a threshold
to determine whether to retain or remove a word, this approach involves replac-
ing words with others that reflect their importance scores through similarity.
Specifically, if a word x in the input sentence is assigned a weight w, it is
replaced with a word at a distance proportional to 1/w. Consequently, a word
with an importance score of 0 would be replaced by a random word, offer-
ing a more nuanced and informative approach to textual explanations. With
shared knowledge, end-users can approximate which words are w-similar in
the replacement strategy.

X4 Thresholding Explanations are generated as a weighted vector on the
input tokens. They are converted into textual explanations as described above.
This requires choosing a certain threshold to decide which token can be consid-
ered as important. Selecting the threshold for sparsing the explanation relies on
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subjective human judgment, introducing variability. The number of tokens to
keep is highly dependent on the context and next generated token and therefore
requires human involvement.

Opportunities: With human prior knowledge or intuition, the explanations
can be reduced by end-users to the top-ranked words. In some situations, only
one token in the input sentence is decisive for the next token, while in some
other cases, multiple tokens carry useful information for the following text.

5 Explanation Evaluation

Evaluating explanations for well-designed perturbed datasets with current xAI
metrics presents new challenges, notably the ongoing debate on defining ade-
quacy, estimating explanation similarity, and evaluating with incomplete prior
knowledge. In addition, these metrics carry inherent limitations. However, the
main challenges remain in interpreting evaluation results to refine method char-
acterization, with the persistent question of feasibility. All challenges related to
xAI evaluation are presented in Figure 3 and Figure 4 with icons E .
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Fig. 4: Quantitative evaluation of explainability employs three key quality met-
rics. While accuracy and faithfulness assess explanations at the instance level,
coherency adopts a contrastive approach, evaluating pairs of sentences, includ-
ing an input sentence and its perturbed counterpart. Challenges are inherent to
each metric and are represented by the icon E .

5.1 Static Evaluation with Accuracy

Once an explanation has been generated for explaining a specific prediction,
i.e., next token to the input sentence, one can measure its similarity to some
groundtruth explanation. In the field of xAI, getting access to this prior knowl-
edge is difficult and we often rely on some domain experts’ intuition or scientific
knowledge. However, by constructing a well-designed perturbation benchmark,
we can now confidently use accuracy since we have clear expectations of what
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should be the explanations.

E1 Limited Groundtruth Explanation When ground truth explanations
are accessible, accurate evaluation becomes feasible. For instance, for the clas-
sification task, there exist benchmarks such as ERASER [12] that presents a
collection of human annotated rationales used as ground truth for explanation
evaluation. In the scenario of well-constructed datasets, where the next token’s
predictability is clear and the decisive tokens in the input sentence are known,
these decisive tokens are expected to hold significant importance, serving as the
ground truth explanation [15]. However, determining the expected importance
scores for the remaining tokens in the input sentence poses a challenge, as our
understanding is confined to the decisive tokens, which implies disregarding the
rest.

Opportunities: Given our incomplete knowledge of the ground truth expla-
nations, there is a need to develop new strategies for integrating the remaining
tokens, namely the non-decisive ones, and establishing comprehensive ground
truth for the entire input sentence. One approach ML practitioners could
adopt, involves conducting a separate comparison between the decisive tokens
and the remaining ones.

E2 Magnitude Estimation A recurrent obstacle in machine learning eval-
uation is determining the threshold for what constitutes satisfactory perfor-
mance [13, 52]. In other words, one must address the question: what is good
enough? One approach to measuring accuracy is ensuring that the decisive to-
kens rank highly within the explanation. Alternatively, one can leverage prior
knowledge of decisive tokens to create a binary vector and compute cosine sim-
ilarity with the explanatory vector. Confirming that decisive tokens receive an
importance score above a predetermined threshold is another option.

Opportunities: Faced with multiple options to estimate accuracy, it is im-
perative to justify the chosen method. Furthermore, ML practitioners must
establish a more rigorous and systematic accuracy evaluation procedure, par-
ticularly when dealing with partial ground truth.

5.2 Static Evaluation with Faithfulness

Explanations are also evaluated with model-based evaluation metrics such as
the popular faithfulness or fidelity metric [24]. It evaluates the capacity of the
model to retrieve the initial prediction. The explanation is given as input to the
model. The new prediction should be close to the initial one if the explanation is
faithful to the model. However, this metric is only meaningful if the prediction
is explainable (see section 3.1). If the generated next token is not chosen to be
explainable, any explanations can be faithful and none will be very informative
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for the users.

E3 Out-of-distribution Problem Faithfulness comes with common limita-
tions such as the out-of-distribution problem well-known in the field of explain-
ability working with image data [48] or graph data [30]. Based on a “removal”
strategy, i.e., we remove or keep the entities estimated as important, faithful-
ness withdraws some entities by setting them to a baseline value either replacing
them with the PAD token or with a random token from the tokenizer vocabu-
lary. [21] correctly observe that this evaluation procedure favors words that are
far away from the baseline, i.e., semantically dissimilar. Consequently, methods
that focus on tokens distant from the PAD baseline are favored. In addition,
truncated sentences after token removal can lie out of the data distribution used
for training the language model. In this case, model behavior might differ not
because of removing important information but because of evaluating a sample
outside the training distribution.

Opportunities: To address this problem, the role of ML practitioners is to
verify that generated explanations are not OOD or they should adopt a re-
training strategy [3, 20].

5.3 Contrastive Evaluation with Coherency

Evaluating explanations for the next token generated in datasets featuring sentence-
paired perturbations can be conducted using coherency as a metric [4]. This
evaluative approach, known as contrastive evaluation, involves comparing the
explanations of two sentences within a pair, which differ due to perturbed tokens,
against prior expectations derived from the perturbation’s nature. However, this
comparison is not trivial, as perturbations may also impact the structure of the
explanations themselves, adding a layer of complexity to the evaluation pro-
cess [41].

E4 Explanation Similarity Estimation In perturbation-based analysis, it
is possible to evaluate explanations with respect to their perturbed counterpart
(e.g., through counterfactual reasoning [53]). These sentence-paired explanations
are expected to have a certain degree of similarity, which is often correlated with
the similarity of the paired predictions. For instance, given a pair of negative
sentences which differs by the position and form of the negation, we expect
the prediction to be identical. The explanations are expected to give the same
importance to the negations, i.e., the decisive tokens, and the rest, like in the
following example where the prediction is hungry and the importance of input
tokens highlighted in orange:

After dinner , they are not hungry.

After dinner , none of them is hungry.
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However, comparing explanations becomes less straightforward when perturba-
tions alter the sentence length or the positions of input tokens [34]. Thus, con-
trastive evaluation presents a new challenge: defining an appropriate strategy
for computing explanation similarity [11].

Opportunities: ML practitioners must find different ways of computing ex-
planations similarity for each perturbation type evaluated with the coherency
metric. Considering the nature of the perturbation, they must determine a
threshold of proximity to assert explanation similarity and propose a method
for comparing explanations of varying lengths. One possible approach could
involve separating the perturbed tokens from the rest and computing the sim-
ilarity of these two segments separately.

E5 Estimation of Prediction Change Certain perturbations are expected
to induce substantial changes in the model’s predictions. This is the case for se-
mantic perturbations, where substituting the decisive token with a semantically
distinct one is expected to have a pronounced effect on the prediction. On the
other hand, syntactic perturbations are expected to induce little change in the
prediction [46]. Nonetheless, determining the threshold for what constitutes a
significant or a minor change in prediction is a non-trivial task [13,52].

Opportunities: In the dataset creation phase, ML practitioners with the
help of linguists and the feedback of end-users, must select perturbations that
unquestionably induce changes in predictions, such as altering the verb from
singular to plural form in accordance with the subject; or perturbations for
which it is undeniable that the prediction semantic meaning has not change.

5.4 Characterization of Explainability Methods

After evaluating explainability methods on purpose-built datasets (see section 3),
both end-users and ML practitioners are keen on characterizing these methods to
discern their appropriate applications. Beginning with an analysis of the pertur-
bation’s nature, methods can be characterized based on their robustness against
specific syntactic or semantic alterations. This characterization process is further
refined by considering the perturbation strategy, such as replacement, movement,
or constituent change. However, this characterization step is not without its com-
plexities and poses two major challenges.

E6 Disentangling Syntactic and Semantic Perturbations By using well-
defined perturbations, it is possible to identify interesting properties of ex-
plainability methods such as their sensitivity to syntax or semantic changes.
Semantic-only perturbations do not change the syntax, e.g., replacing a token
with a semantically different one that has the same role in the sentence. However,
syntax-only perturbations are usually difficult to design without influencing the
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semantics of the sentence [8, 22]. While certain syntax perturbations, like relo-
cating adverbs or interchanging adjectives for the same noun, might maintain
semantic integrity, substitutions of constituents or utilization of equivalents may
induce semantic alterations. For instance, in the following example, replacing
the constituent their friends alters the meaning of the sentence:

The students saw their friends after class.
The students saw them after class.

Opportunities: In order to thoroughly characterize explainability methods,
it is crucial to separate linguistics properties such as robustness to syntactic or
semantic variations. This distinction should be already inherent to the nature
of the perturbations and therefore accounted for in the dataset creation. This is
the role of linguists to propose minimal perturbations along a single dimension
to regulate changes in predictions and explanations [29], thereby establishing
clear criteria for a rigorous evaluation.

E7 Benchmark Completeness The vast number of potential perturbations
in syntax, semantics, grammar, and other linguistic elements renders it imprac-
tical to assess explainability across all variations. Moreover, it remains uncer-
tain whether such a comprehensive benchmark exists and could cover all crucial
properties necessary for fully defining xAI methods in text generation. Diverse
perturbed datasets could however shed light on characteristics of the methods
and their linguistic robustness [32,36] inspired by behavioral and structural prob-
ing [33], and help users in choosing appropriate methods for their problem.

Opportunities: Many opportunities exist for ML practitioners to start identi-
fying directions to better characterize explainability methods. This initial step
could pave the way for crafting a taxonomy delineating the main properties
of explainability methods, which can be unveiled through datasets tailored for
this purpose.

6 Conclusion

Explaining next-token generation is a growing area of research. In this position
paper, we demonstrate that challenges emerge at each stage of the explanation
process for text generation, encompassing evaluation and perturbation-based
analysis. Our focus was on the English language; however, all the identified chal-
lenges are applicable to any other language except for data-related challenges
D1 , D2 , D3 , and D4 and the tokenization challenge X2 . The challenges in
this paper summarized in Figure 5 often necessitate human intervention. More-
over, they present many opportunities to propose more robust xAI evaluation
through well-designed perturbed datasets. By establishing a standardized bench-
mark of tailored datasets with specific perturbations, we can identify important
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Fig. 5: Summary of the challenges in explainability for text generation. Chal-
lenges arise in the dataset creation, the explanation design and the evalu-
ation to rigorously characterize explainability methods.

properties of existing explainability methods and conduct thorough comparisons.
Currently, there is no comprehensive benchmark to rigorously characterize xAI
methods for text generation. Thus, this paper also serves as a call to action
for the creation of a comprehensive benchmark to evaluate xAI methods for
text generation across various dimensions, including semantic comprehension,
syntactic robustness, and grammatical fidelity.
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